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Four experiments demonstrated that more time is required to scan further distances across visual images, even when the same amount of material falls between the initial focus point and the target. Not only did times systematically increase with distance but subjectively larger images required more time to scan than did subjectively smaller ones. Finally, when subjects were not asked to base all judgments on examination of their images, the distance between an initial focus point and a target did not affect reaction times.

Introspections about visual imagery very often include references to "scanning" across images. Kosslyn (1973) attempted to demonstrate that scanning of images is a functional cognitive process, and his experiment indicated that more time was required to traverse greater distances across mental images. However, in the course of scanning longer distances,3 people in Kosslyn's experiment also passed over more parts of the imaged object. For example, in scanning from the motor to the porthole of an imagined speedboat, a person passed over the rear deck and part of the cabin; in scanning from the motor to the more distant anchor, one scanned over all of these parts plus the front deck and bow. Given this confounding, then, we have no way of knowing whether Kosslyn's results were a consequence of people actually scanning over a quasi-pictorial, spatial image. One could argue that the image itself was epiphenomenal in this situation and that the apparent effects of distance actually were a consequence of how people accessed some sort of underlying list structure. Parts separated by greater distances on the image might simply be separated by more entries in a list of parts of the object.

The notion that scanning corresponds to processing a list structure, and not the spatial "surface" image (see Kosslyn, 1975, 1976; Kosslyn & Pomerantz, 1977), recently seemed to receive support from Lea (1975). In a typical experiment, people evaluated objects presented in a 3-D array of the type shown in Figure 1.

---

1 We will use terms like distance and size in referring to mental images, even though images themselves—not being objects—do not have such physical dimensions. Nevertheless, we claim that images represent these dimensions in the same way that they are encoded in the representations underlying the experience of seeing during perception. Thus, we experience images as if we were seeing a large or small object, or one at a relatively near or far distance from us. In addition, the apparent distances between parts of an imaged object are experienced in the same way that one would experience experiencing the distances when seeing the parts of the object. We will use the term quasi-pictorial in referring to these sorts of pictorial properties of an image, because an image—not being an object—cannot have the physical properties of an actual picture. For convenience, we will refer to an imaged object that is experienced as being some subjective size as if the image were that size, and we will refer to apparent distances on an imaged object as if they were distances on the image itself.
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from memory the relative locations of objects in a circular array. Lea asked his subjects to learn the array via imagery. Following this, they were given the name of one object and asked to name the first, second, or nth item in a given direction. Lea found that the time to respond depended on the number of intervening items between an initial focus point and the target, but not on the actual distance separating a pair of objects in the array. The interpretation of these results is modified, however, because Lea never insisted that his subjects base all judgments on actual processing of the image itself. That is, subjects were not told to count the items as they appeared in their image but only to count the appropriate number of steps to the target. It is reasonable to suppose that these people encoded the circular array both as a list and as an image. Given that imagery tends to require more time to use in this sort of task than to nonimaginal representations (Kosslyn, 1976), subjects may have actually arrived at most judgments through processing nonimaginal list structures. If so, then it is not surprising that subjects were unable to retrieve spatial coordinates that did not affect retrieval times.

The present experiments, then, test the claim that distance affects time to scan images by removing the confounding between distance and the number of intervening items that should affect scanning time. If the apparent effects of distance observed by Kosslyn (1973) were in fact due to accessing some sort of ordered list, however, then only ordinal relations between parts—not actual intervals of the array—would affect the time needed to shift one's attention from one part of an image to another.

**Method**

**Materials.** We constructed two books of stimuli, each containing 36 arrays of letters. Each array consisted of 3 lines of 5 letters spaced along a 20.2 cm long line. Each array contained two letters of one case, and one of the other; each case (upper and lower) was equally often across arrays. Target letters were placed 50, 106, and 152 cm from the point of focus (one of the two ends of the line), and zero, one, or two other letters intervened between the target and point of focus.

Intervening items were used in equal intervals between the target and focus point. The arrays were constructed such that each distance occurred equally often across arrays. Each of these nine conditions was represented by 8 arrays, half of which had an uppercase letter as the target, the other half had a lowercase letter as the target. Further, for half of each target type in each condition, the focus point was specified as the left end of the line, and for half it was the right end. We did not use letters whose uppercase and lowercase forms differed enough to distinguish (a, b, o, p, x, z, v, w, x, z). The remaining 16 letters of the alphabet were used as targets and non-targets. Each of these letters appeared at least once as a target in each case, at each distance, and with each number of intervening items. For each combination of these variables (this would have required far more trials than we used). The arrays were randomly divided into two sets, which were placed in separate books, and the order of arrays was randomized within each constraint (i.e., more than three consecutive targets could be of the same case).

We also constructed a tape recording of the tape contained 72 trials of the form: "... cover left... . . . A." Each trial was coordinated with an array. For each intervening letter, we inserted a number and followed 5 sec later by the word cover (which was the signal to conceal the array and cover it) and 1 sec thereafter the word left or right was heard (indicating point of focus, each word appearing on half of the trials, as noted above). Finally, 3 sec after this, the name of a letter in the corresponding array was heard. Presentation of the letter delivered a pulse to a voice-activated relay that started a reaction time clock (which was stopped by the subject's pressing either of two response buttons). A new number was presented 10 sec after the letter, and the sequence was repeated with a new trial.

**Procedure.** Written instructions describing the experimental procedure were given to the subject and then were reviewed orally by the experimenter. It was emphasized that the subject was interested not only in learning how people process visual mental images, but also in learning whether he or she could project always to use an image in performing this task—even if this did not seem the most efficient strategy. These general instructions were experiment reported in this article. Before we are willing to make inferences about imagery from data, we want it to be true that those data were in fact produced via imagery processing.

The subject was told that he or she would soon see simple arrays of letters. We explained that the task was to study an array and then to shut one's eyes and mentally picture the array as it appeared on the page. We would next ask the subject to focus on one end of the image and then to scan to a given letter in the array. As soon as the target letter was clearly in focus, we wanted the subject to indicate it to the experimenter. We explained that upon hearing a number, the subject was to move to the next page in the book in front of them, which would have that page at the top (pages were numbered consecutively). They should study this array until they heard the word cover, at which point they should cover the array with a small piece of cardboard and mentally image the array. While visualizing the array, they then would hear the word left or right, followed by the subject to "mentally taste" at that end of the line. They should continue to focus at that end until hearing the next word, and then they would respond to the experimenter. At this point the subject was to scan to the named letter and classify it according to its case.

As expected, scanning times increased as subjects had to scan further distances to reach the target letter, but F(2, 30) = 5.29, p < .01. In addition, times also increased when subjects had to scan across more in...
errors for the 15.24-cm condition (~p > .1). For the zero, one, and two intervening item conditions, errors were 5%, 2.1%, and 2.4%, respectively. Thus, it does not appear as if speed-accuracy trade-offs affected the data.

Discussion

We found that more time is required to scan further distances across an image. In addition, more time also is required when one scans over more items. Our findings argue against the idea that people were not really scanning a spatial image but rather simply processing a serially ordered list of letters. If so, we should only have found an effect of number of intervening items if scanning the list were self-terminating. There is no reason to expect such a list to have metric distance from each end to be associated with each letter. Furthermore, we found effects of distance even when the target letter was not separated from the focus point by any intervening letters. Finally, we found that it took the same amount of time to scan right to left as it did to scan in the opposite direction. This last result replicates that of Kosslyn (1973) when his subjects were asked to remember and then scan visual images (left-to-right scanning was easier, however, when subjects encoded and used verbal descriptions of the images instead of images). Thus, image scanning would seem to involve processes or mechanisms different from those highly practiced ones used during reading.

Given the existence of two independent effects of distance and number of intervening letters, one might be tempted to ask which factor is the more important. This is a nonsensical question: By increasing the range of distances, we surely could make the distance account for the lion's share of the variance in scanning times—and by decreasing the range of distances, we could diminish the importance of this variable. In addition, we could probably manipulate the importance of number of intervening items by making the distractors more or less difficult to discriminate from the targets. Furthermore, the present claim is not that distance is more important than other variables, but only that images do preserve metric distance information and that such information can be used in real-time processing, affecting the operating characteristics of cognitive processes.

One might argue that the effects of distance on scanning time really reflect nothing more than the enthusiastic cooperation of our subjects, who somehow discerned the purpose of the experiment and manipulated their responses accordingly. Although 2 of our subjects did hypothesize distance effects, they claimed to do so by introspecting upon their performance during the task; no subject confessed to consciously manipulating his or her responses. Nevertheless, we would be more comfortable with a task that was more difficult to second-guess and manipulate.

Experiment 2

This experiment involves scanning between the 21 possible pairs of seven locations on an imagined map. Each of these distances was different, and the task seemed sufficiently complex to thwart any attempts to produce intentionally a linear relationship between distance and reaction time. Since the critical question is whether images preserve metric information, it is important that scanning times be a function of some known distance—otherwise, variations in scanning time cannot be taken to necessarily reflect amount of distance traversed. Thus, we wished to ensure that subjects scanned only the shortest distance between two points. In order to do so, we altering the instructions slightly and asked these people to imagine a black speck moving along a direct path across the image. After memorizing the map, these subjects imaged it, focused on a location, and then decided whether a given named object was in fact on the map. If so, the subjects were asked to scan to the named object on the image and to push a button when they "arrived" there; if not, they pushed another button. The time necessary to scan between all possible pairs of locations was measured. As before, we expected times to increase with distance (although not necessarily linearly, as rates may be variable).

Method

Materials. A map of a fictional island was constructed containing a hut, tree, rock, well, lake, sand, and grass. Each distance between all 21 pairs was at least .5 cm longer than the next shortest distance. The precise location of each object was indicated by a red dot; these locations are indicated by a small x in Figure 2.

A tape recording was constructed containing 84 pairs of words. Each location was named 12 times and then followed 4 sec later by another word; on 6 of these trials, the second word did not name a location on the map. The "false" objects were things that could have been sensibly included on the map (e., "bench"). On the other 6 trials, the first word was followed by the name of each of the other locations. Thus, every pair of locations occurred twice, once with each member appearing first. The order of pairs was randomized, with the constraint that the same location could not occur twice within three entries, and no more than 4 true or 4 false trials could occur in a row. Presentation of the second word also started a clock.

A new trial began 8 sec after the probe word was presented. The test trials were preceded by 8 practice trials naming pairs of cities in the United States for "true" items.

Procedure. The subjects first were asked to learn the locations of the objects on the map by drawing their relative positions. The subjects began by tracing the locations on a blank sheet placed
over the map, matching the locations of the red dots centered on the objects; this procedure allowed them to see the locations themselves in isolation. Next, they studied the map, closed their eyes, and then compared their image to the map until they thought their image was accurate.

The map was then removed, and the subjects drew the locations on a blank sheet of paper. Following this, the subjects were allowed to compare their drawings with the original. This procedure was repeated until all points were within .54 cm of the actual location. Between 2 and 3 drawings were required for subjects to reach this criterion.

Next, subjects were told that they would be given the name of an object on the map. They were to picture mentally the entire map and then focus on the object named. Subjects were told that 1 sec after focusing on the named object, another word would be presented; if this word named an object depicted on the map, the subjects were to scan to it and depress one button when they arrived at the dot centered on it. The scanning was to be accomplished by imagining a little black speck slipping in the shortest straight line from the first object to the second. The speck was to move as quickly as possible, while still remaining visible. If the second word of a pair did not name an object on the map, the subjects were to depress the second button placed before them. The clock was stopped when either button was pressed, and response times were recorded. As before, we interviewed subjects in the course of the practice trials, making sure that they were following the instructions about imagery use.

Subjects. Eleven new Johns Hopkins University students served as paid volunteers in this experiment. Data from 2 additional people were not analyzed because, when queried afterwards, they reported having followed the imagery instructions less than 75% of the time during the task.

Results

Only times from correct "true" decisions (where a distance was actually scanned) were analyzed. As before, wild scores were eliminated prior to analysis. A wild score was now defined as one twice the size of the mean of the other score for a particular distance and the scores for the next shortest and longest distances; only one score in any adjacent row of six could be so eliminated.

Data were analyzed in two ways, over subjects and over items. We first analyzed each subject's times for the different distances in an analysis of variance. As expected, times consistently increased with increasing distance, F(20, 200) = 13.69, p < .001. In addition, we averaged over subjects and calculated the mean reaction time for each pair.

The best fitting linear function was calculated for these data by the method of least squares; not only did times increase linearly with increasing distance but the correlation between distance and reaction time was .97. These data are illustrated in Figure 3. Errors occurred on only 1.3% of the trials and were distributed seemingly at random; more errors did not occur for the shorter distances. Finally, subjects drew maps after the experiment. Not surprisingly, the correlation between the drawn and actual distances between all possible pairs of points was quite high, r = .96.

Discussion

Time to scan across visual mental images again increased linearly with the distance to be scanned. This demonstration supports the claim that images are quasi-pictorial entities that can in fact be processed and are not merely epiphenomenal. One of the defining properties of such a representation is that metric distances are embodied in the same way as in a percept of a picture, and the present data suggest that this characteristic is true of visual mental images.

Interestingly, a number of subjects reported that they had to slow down when scanning the shorter distances, because the objects on the right of the lower left of the map were "cluttered together." The data show no sign of this, however, providing further grounds for taking with a grain of salt subjects' interpretations of their introspections. This experiment seems immune to the potential failings of Experiment 1; somewhat surprisingly, no subjects reported suspecting the hypothesis when it was explained to them afterwards.

Experiment 3

Given the results of the first two experiments, how can we explain Lea's (1975) failure to find increases in reaction times as distances increased? We earlier suggested that this failure was a consequence of his instructions: Subjects were not told to base all judgments on consultation of their images, but only to start off from an imaged location and to "scan" a certain number of objects from there. Although these people initially began with an image, the actual decisions could have been generated via processing of items in a list. If so, only ordinal—not interval—relations among items (objects in the array, in Lea's case) should affect time to sort through the list. Effects of actual distance ought to occur only when one scans the spatial image itself, which seems to represent interval information about distance. If we find distance effects even when people do not scan images, we are in trouble; we could not then infer that effects of metric distance implicate scanning of quasi-pictorial images.

A second hypothesis for why Lea failed to obtain effects of distance on time to scan also involves his instructions. Lea did not insist that his subjects always construct the entire array ahead of time; instead, subjects were told simply to imagine a starting place and then to decide which object was some number of locations away. Perhaps distance only affects time to shift attention between locations in an image when the locations are both "in view" simultaneously. That is, if an entire image is not kept in mind at once, the distance relations between visible and invisible locations may not be represented; these relations could hence be a "merging" property of constructing the whole image from its component parts. One might shift to an "invisible" part by generating a sequence of individual images representing intervening locations and not by actually scanning across an image. In this case, interval distance would not be expected to affect time to shift attention between parts.

The following experiment examines the hypotheses described above. In one group, subjects were asked to focus on a given location on an image of the map used in Experiment 2 and then to judge whether a named object was on the map. Unlike the people in Experiment 2, however, these people were not required to consult their images when making their judgments, but simply were asked to reach decisions as quickly as possible. In a second group, subjects also performed the basic task of Experiment 2, but with one major modification: When focusing on the initial location, these people were asked to "zoom in" on it until that
object filled their entire image, causing the remains of the island to "overflow." These people were told, however, that they must "see" an image of the second named object before responding positively (if in fact it was on the map). The two groups, then, were each instructed to perform in a way that Lea's subjects may have acted spontaneously.

Method

Materials. The same materials used in Experiment 2 were also used here.

Procedure. Subjects in both groups learned to draw the map as did subjects in the previous experiment. The procedure differed from that of Experiment 2 only in the following ways:

1. Rapid Verification Control Group. These subjects were given instructions like those of Experiment 2, except that no mention was made of scanning the image. After focusing on an initially named object, these people were simply to decide as quickly as possible whether the second object of a pair was in fact on the map. As before, subjects were urged to keep errors to a minimum.

2. Image Overflow Group. These subjects were given instructions that differed from those of Experiment 2 in two ways: First, these people were asked to "zoom in" on the initially named object until the rest of the map had "overflowed" (i.e., was no longer visible in) their image. Second, they were instructed to be sure to "see" a second named object of a pair before responding positively. These subjects were not told to scan to the second object if it was on the map but only to be sure to "see" it prior to responding; no mention was made of a flying black speck or the like. As before, speed with accuracy was stressed in both groups.

Subjects. Twenty-nine Johns Hopkins University students volunteered as paid subjects in this experiment. Half of these subjects were randomly assigned to one group, half to the other. An additional 3 people were assigned to the Image Overflow Group but were not included, because after the experiment they reported having followed the instructions less than 75% of the time.

Results

Data were analyzed as in Experiment 2. In the Rapid Verification Group, there were significant differences in time to evaluate different pairs, F(20, 200) = 2.59, p < .01. As is evident in Figure 4, however, times did not increase systematically with distance. In fact, the relationship between distance and verification time was negligible, r = .09. In the Image Overflow Group, in contrast, times did increase systematically with distance. Not only were times to evaluate different pairs significantly different from each other, F(20, 200) = 14.39, p < .01, but there was a respectable correlation between distance on the map and evaluation time, r = .89.

We also performed three additional analyses of variance, one comparing the results from each group with the data obtained in Experiment 2 and one comparing the two groups with each other. Not surprisingly, there were less effects of distance in data from the Rapid Verification Control Group than in the Image Overflow Group or in Experiment 2 (p < .01 for the interaction of distance and instructions in both cases). In addition, subjects in the Rapid Verification Control Group made decisions more quickly than those in either other condition (p < .01 for both comparisons). The comparison between the results of the Image Overflow Group and the findings of Experiment 2 produced a somewhat surprising result, or rather, lack thereof: In this case, the effects of distance were identical for both instructions (F < 1). Furthermore, there was no significant difference overall in verification times (the mean for Experiment 2 was 1.428 sec vs. 1.685 sec for the Image Overflow Group), F(1, 20) = 1.04, p > .1. If "zooming in" increases the subjective size of an image, it should also increase the "distance" between portions of that image; hence, we would have expected that more time should have been required by subjects in the Image Overflow Group. Although these people only had the focus location in their images, times nevertheless increased with distance to a depicted object. We were surprised by these results, which were unexpected. This finding seems to indicate that one may construct images such that portions are "waiting in the wings," ready to be processed if necessary. Thus, subjects seemed to have scanned to parts that were not visible initially in their images but were available in a non-activated portion of the image.

There is one hitch in the above explanation of the data obtained from the Image Overflow Group: If these people "zoomed in" closer to the mapped image than did those in Experiment 2, the subjective distances between parts should have been greater in the Image Overflow condition. If so, then more time should have been required to scan these enlarged images, which was not

Discussion

When people were not required to base decisions upon consultation of their images, evaluation times did not increase with the distance between a focus point and a probed object that was in fact on the map. This result allows us to argue against a non-imagery interpretation of the scanning results obtained in the preceding experiments: If the effects of distance obtained previously were due to local activation and scanning through an abstract list structure (e.g., perhaps a graph with "dummy nodes" interposed to mark off increasing distance), then we should have found effects of distance here. Distance per se seems to affect response times only when people actually scan their images. Thus, Lea's (1975) results may simply reflect the fact that his subjects were not told to respond only after seeing the probed object in their image. Clearly, before we draw inferences about image processing from some data, we must be certain that such data were produced when people did in fact use their images. The instructions administered in the present experiments and elsewhere (Kosslyn, 1973, 1975, 1976) seem capable of inducing subjects to use imagery, even if other means of performing a task are available.

Lea's results were probably not a consequence of subjects' not having the entire array in their images prior to processing it, as witnessed by the results of the Image Overflow Group. Although these people only had the focus location in their images, times nevertheless increased with distance to a probed object. We were surprised by these results, which were unexpected. This finding seems to indicate that one may construct images such that portions are "waiting in the wings," ready to be processed if necessary. Thus, subjects seemed to have scanned to parts that were not visible initially in their images but were available in a non-activated portion of the image.
the case. One explanation of this disparity rests on a procedural difference between the Image Overflow condition and Experiment 2: Subjects in Experiment 2 were instructed to image a small black speck flying between parts. This task may have required more effort than the simple shift-of-attention instruction used in the present experiment, and thus slowed down scanning. In addition, it is possible that subjects in the two experiments simply scanned at different rates: If people in the Overflow condition scanned relatively quickly, perhaps because distances traversed were on the average relatively large, then we would not necessarily expect any differences in scanning times between the two conditions. The following experiment eliminated this difference in instructions and used a within-subjects design; we hoped that a given person would adopt a constant scanning rate for different materials.

Experiment 4

In this experiment we investigated whether more time is required to scan across subjectively larger images. We wished to see, if we used stimuli as complex as those included on the map, people might have to "zoom in" (if the image were small) or "pan back" (if it were large) in order to see parts clearly. Kosslyn (1975) demonstrated that parts of subjectively smaller images are more difficult to identify than parts of larger ones, and this may also be true of parts of "overflowed" images. Not only the size itself but the size at which the subject should construct his or her image.

Finally, 3 sec later the word light or dark was presented on the computer screen. Ten sec after this, a new number was presented and another trial began. For half of the trials in each size condition, the first parts described the eyes of the imaged face, and for half it did not. The 72 test trials were preceded by 8 practice trials.

Procedure. The subjects were told that they were going to see schematic faces one at a time. As soon as a trial number occurred on a tape recording, they should turn to the corresponding page of the book in front of them, exposing a drawing of a face. The subjects were asked to study the drawing well enough to form an accurate visual mental image of it with their eyes closed. After 3 sec, the subject would hear the word color, at which point they would conceal the face with a small piece of cardboard; shortly thereafter they would hear a size specification, either overflow, full size, or half size. Upon hearing the word overflow, the subjects were to imagine the face so large that only the mouth was visible. Upon hearing full size, they were to imagine it as large as possible while still being able to "see" all parts at once in their image; as soon as this image was constructed, they were to mentally focus on the mouth and wait until hearing the word color at which point they would imagine the face at half of the length of the full-size version, again focusing on the mouth. Following this, the subjects were told that they would hear either the word light or dark. At this point, they were to "glance" at the eyes in their mental image and see if they were appropriately colored. If so, they were to push one button; if not, they were to push the other.

Method

Materials. Six schematic faces were constructed. The eyes were 7.62, 10.16, or 12.70 cm above the mouth; for each distance, one face was constructed with light eyes and one was constructed with dark eyes. The faces are illustrated in Figure 5.

Twelve copies of each face were made and used in nine basic conditions, each of which was represented by eight stimuli. These conditions were defined by three subjective sizes—overflow, full size, and half size—and the three distances. Within a condition, half of the faces had light eyes and half had dark eyes. Further, half of the faces with each eye color were paired with the word light and half with the word dark on an acoustically matching tape recording, producing an equal distribution of true and false probes. The faces were then randomized and placed in a booklet, with the constraint that no given distance or size could occur twice within 3 trials.

A tape recording was made. This tape contained stimuli consisting of three parts: First, the number of the trial was given. Second, 5 sec later the word color was presented, followed 1 sec later by one of three cues—overflow, full size, or half size. These stimuli indicated the size at which the subject should construct his or her image.

Finally, 3 sec later the word light or dark was presented on the computer screen. Ten sec after this, a new number was presented and another trial began. For half of the trials in each size condition, the first parts described the eyes of the imaged face, and for half it did not. The 72 test trials were preceded by 8 practice trials.

Procedure. The subjects were told that they were going to see schematic faces one at a time. As soon as a trial number occurred on a tape recording, they should turn to the corresponding page of the book in front of them, exposing a drawing of a face. The subjects were asked to study the drawing well enough to form an accurate visual mental image of it with their eyes closed. After 3 sec, the subject would hear the word color, at which point they would conceal the face with a small piece of cardboard; shortly thereafter they would hear a size specification, either overflow, full size, or half size. Upon hearing the word overflow, the subjects were to imagine the face so large that only the mouth was visible. Upon hearing full size, they were to image it as large as possible while still being able to "see" all parts at once in their image; as soon as this image was constructed, they were to mentally focus on the mouth and wait until hearing the word color at which point they would imagine the face at half of the length of the full-size version, again focusing on the mouth. Following this, the subjects were told that they would hear either the word light or dark. At this point, they were to "glance" at the eyes in their mental image and see if they were appropriately colored. If so, they were to push one button; if not, they were to push the other.

Method

Materials. Six schematic faces were constructed. The eyes were 7.62, 10.16, or 12.70 cm above the mouth; for each distance, one face was constructed with light eyes and one was constructed with dark eyes. The faces are illustrated in Figure 5.

Twelve copies of each face were made and used in nine basic conditions, each of which was represented by eight stimuli. These conditions were defined by three subjective sizes—overflow, full size, and half size—and the three distances. Within a condition, half of the faces had light eyes and half had dark eyes. Further, half of the faces with each eye color were paired with the word light and half with the word dark on an acoustically matching tape recording, producing an equal distribution of true and false probes. The faces were then randomized and placed in a booklet, with the constraint that no given distance or size could occur twice within 3 trials.

A tape recording was made. This tape contained stimuli consisting of three parts: First, the number of the trial was given. Second, 5 sec later the word color was presented, followed 1 sec later by one of three cues—overflow, full size, or half size. These stimuli indicated the size at which the subject should construct his or her image.

Finally, 3 sec later the word light or dark was presented on the computer screen. Ten sec after this, a new number was presented and another trial began. For half of the trials in each size condition, the first parts described the eyes of the imaged face, and for half it did not. The 72 test trials were preceded by 8 practice trials.

Procedure. The subjects were told that they were going to see schematic faces one at a time. As soon as a trial number occurred on a tape recording, they should turn to the corresponding page of the book in front of them, exposing a drawing of a face. The subjects were asked to study the drawing well enough to form an accurate visual mental image of it with their eyes closed. After 3 sec, the subject would hear the word color, at which point they would conceal the face with a small piece of cardboard; shortly thereafter they would hear a size specification, either overflow, full size, or half size. Upon hearing the word overflow, the subjects were to imagine the face so large that only the mouth was visible. Upon hearing full size, they were to image it as large as possible while still being able to "see" all parts at once in their image; as soon as this image was constructed, they were to mentally focus on the mouth and wait until hearing the word color at which point they would imagine the face at half of the length of the full-size version, again focusing on the mouth. Following this, the subjects were told that they would hear either the word light or dark. At this point, they were to "glance" at the eyes in their mental image and see if they were appropriately colored. If so, they were to push one button; if not, they were to push the other. Hand of response was counterbalanced over subjects; as before, the clock stopped as soon as either button was pushed, and response times were recorded. Subjective distances were measured as quickly as possible, but always to base decisions on inspection of the image (as in Experiment 1). During the practice trials preceding the test items (half true, half false, including all three size conditions and all three distances), the subjects were told to describe their mental activity, and any misconceptions about the task were corrected.

Subjects. Sixteen new Johns Hopkins University students volunteered to participate for pay; data from an additional person were discarded because this person reported not following the instructions at least 75% of the time.

Results

Only times from correct decisions were lighted in an analysis of variance; errors and occasional wild scores (defined as in Experiment 1) were replaced by the mean of the remaining scores in that condition for that subject. As expected, times increased with further separation between the mouth and eyes, $F(2, 30) = 10.81, p < .01$. In addition, times increased as subjective size of the image increased, $F(2, 30) = 17.33, p < .01$. As is evident in Figure 6, increases in distance did have increasingly larger effects as the subjective size increased; the interaction between size and distance was in fact significant, $F(4, 60) = 3.47, p < .025$. Examination of Figure 6 reveals, however, that the effects of distance were not appreciably different in the full-size and half-size conditions. A marginally significant interaction between type of response (true or false) and distance, $F(2, 30) = 2.80, .05 < p < .10$, led us to consider separately data from true and false responses. As in the main analysis, distance and size both affected decision times for both types of responses ($p < .01$ in all cases in separate analysis of variance of the true and false responses). However, the effects of distance increased with size for true responses, $F(4, 60) = 5.58, p < .01$, they did not increase for false responses ($F < 1$). Furthermore, for true responses there was some difference between the effects of distance in the full-size and half-size conditions. We observed that times increased an average of 109 msec for every additional 2.54 cm separating the eyes and mouth on the face in the half-size condition. On this basis, we predicted that time to scan a face twice as long ought to be 2.050, 2.274, and 2.486 sec, respectively, for the three increasing distances. These predictions were clearly off the mark; a chi-square test comparing these expected results with the observed results was very significant, $\chi^2 = 23.5, p < .001$. We then considered the possibility that our subjects adjusted not the length of their images, but the area. If so, we then expected that 1.858, 2.019, and 2.167 sec, respectively, should be required to scan the three distances on a full-sized image; these estimates also failed to fit the data, $\chi^2 = 33.18, p < .001$. This failure was much more severe for the middle distance.
than the ends (the deviation from the expected for the shortest distance was not significant [p > .2], whereas the deviation for the longest was barely significant at the .05 level). We then speculated that subjects neither halved the lengths nor halved the areas but reduced size by performing some kind of a compromise between the two. Thus, we simply averaged our estimates from the two procedures and discovered that these means did not deviate significantly from the actual observed mean reaction times, \( t = 5.06, p > .05 \); again, the best fit here was with the two extreme distances, \( t = 1.12, p > .5 \).

Finally, error rates again tended to be positively correlated with reaction times. For true responses, error rates for the 7.62-10.16, and 12.70-cm stimuli were 6.25%, 4.69%, and 6.25% for the overall condition; 1.56%, 1.56%, and 4.69% for the full-size condition and 7.81%, 1.56%, and 3.12% for the half-size condition. For the false responses, error rates for the 7.62-10.16, and 7.62-cm stimuli were 7.81%, 7.81%, and 10.94% for the overall condition; 3.12%, 7.81%, and 6.25% for the full-size condition, and 4.69, 3.12%, and 1.56% for the half-size condition. In two cases, the eyes were visible even when the eyes were not. In these cases, the faces incorporated the shortest distance from the mouth to the eyes may have been evaluated faster than they should have been, because of a lowered response criterion. If so, then the slope of the half-size condition (i.e., the effects of increased distance on scanning time) may be steeper than is merited by scanning effects per se. In addition, in one case the errors for corresponding distances were greater for the half size than the overflow condition, (true, 7.62 cm); this difference was not significant, \( t(15) = 1.00, p > .1 \), belying a speed-accuracy trade-off here. Finally, no subject declined the purposes or motivation of this experiment.

Discussion

As expected, people again required more time to scan further distances across their images. This was reflected in the three results: First, times increased with further separation between the mouth and eyes of the imaged stimuli; second, more time was generally required to scan across subjectively larger images; and third, there were increasing large effects of increased distance (on the stimuli) for subjectively larger images. This last result was observed only with “true” responses, however. Although there was some difference in slope (i.e., the effects of increased distance in a face) between the full-size and half-size conditions, these differences were not as large as would be expected if length were varied. This may have been because (a) people sometimes varied the area of their images and sometimes varied the length, or usually used a compromise of the two measures when determining how to scale the image and/or (b) people may have performed some other sort of processing when evaluating short distances on subjectively small images. That is, with the half-size images, the 7.62-cm separation may have seemed so slight that the eyes were invisible even as one focused on the mouth. If so, scanning may not have been necessary to evaluate the imaged eyes, and these times thus may have been faster than predicted. This would result in a larger difference between the times necessary to evaluate eyes of faces with short and long distances than we expected—and hence less of a difference in the effects of increased distance in the half- and full-size conditions. The error rates suggested that subjects may have been doing some more rapid, but less cautious, processing for the shortest distance in the half-size condition.

The failure to obtain slope differences for different-sized images on the false trials is not easily explained. There is some evidence, however (see Kosslyn, 1975), that people have more difficulty in using images to arrive at a “false” decision; the present data may simply reflect inconsistent use of imagery on the trials where the probe word was not in fact on the image.

Finally, it is worth noting that the results of this experiment allow us to eliminate one more possible nonimagery interpretation of the scanning effects. That is, one could claim that the closer two objects or parts are, the more likely it is that they will be grouped into the same “chunk” during encoding. Nevertheless, parts encoded into the same chunk are retrieved in sequence more quickly than parts in different chunks. In this experiment, size of an image was not manipulated until after the drawing was removed, precluding systematic differences in encoding among the three size conditions. Thus, the fact that subjectively larger images generally required more time to scan than smaller ones seems to run counter to the notion that spatial extent affected scan times only because of a confounding between distance and the probability of being encoded into a single unit.

General Discussion

The present experiments converge in demonstrating that people can scan the distances embodied in images. More time was required to scan further distances, even when the same number of items fell between the focus and target locations. In addition, subjectively larger images required more time than scan did subjectively smaller ones. Somewhat surprisingly, we found that the effects of distance persisted even when a person “zoomed in” on one part, such that the remainder of the image seemed to overflow. These results suggest that a part of an image may exist “waiting in the wings,” ready to be activated into consciousness if needed. Finally, there were no effects of distance on decision times when people did not actually use their images, even though an image had been generated and focused upon. These results taken together indicate that images are pictorial in at least one respect: Like pictures, images seem to embody information about actual interval spatial extents. The present experiments support the claim that portions of images depict corresponding portions of the represented object(s) and that the spatial relations between portions of the imaged object(s) are preserved by the spatial relations between the corresponding portions of the image. These qualities are apparent in our introspections, and the present experiments suggest that people can operate on the representations we experience as quasi-pictorial mental images.

Given our results, how do we account for Lea’s (1972) failure to find systematic effects of distance on decision times? First, the results of Experiment 3 suggest that Lea’s results may simply reflect his failure to ensure that subjects responded only after “seeing” the target in their image. If left to their own devices in making decisions, subjects would probably find a nonimagery strategy to be faster, and such a nonimagery strategy would not result in distance influencing decision times. Second, Lea’s task was so difficult (the mean reaction time reach as high as 8 sec) that effects of distance (which are measured in milliseconds, not seconds) may simply have been drowned out by the nonscanning components of this task. Finally, even if imagery were used, Lea’s ordered search task, which involved counting successive items, may have induced
one in an image would be accomplished by continuously constructing new material at the edge and shifting it across the screen display. If nothing else, this approach may have heuristic value by leading us to look for similarities among scanning and other image transformations.

In conclusion, the present results converge in supporting the claim that the experienced quasi-pictorial surface image is functional and is not simply an epiphenomenal concomitant of more abstract "deep" processes. Comprehensive models of memory will probably have to include more than the sort of propositional list structures currently in vogue (e.g., Anderson, 1976; Anderson & Bower, 1973).
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Comparisons of Mental Clocks

Allan Paivio
University of Western Ontario, London, Ontario, Canada

Subjects in three experiments were presented with pairs of clock times and were required to choose the one in which the hour and minute hands formed the smaller angle. In Experiments 1 and 2, the times were presented digitally, necessitating a transformation into symbolic representations from which the angular size difference could be inferred. The results revealed orderly symbolic distance effects so that comparison reaction time increased as the angular size difference decreased. Moreover, subjects generally reported using imagery to make the judgment, and subjects scoring high on tests of imagery ability were faster than those scoring low on such tests. Experiment 3 added a direct perceptual condition in which subjects compared angles between pairs of hands on two drawn (analog) clocks, as well as a mixed condition involving one digital and one analog clock time. The results showed comparable distance effects for all conditions. In addition, reaction time increased from the perceptual, to the mixed, to the pure-digital condition. These results are consistent with predictions from an image-based dual-coding theory.

Imagine two clocks showing the times 3:22 and 7:55. On which clock do the hour hand and minute hand form the smaller angle? This is the basic task used in the present study. It essentially involves a memory size comparison based on one's knowledge about the relation between numerical times and the positions of the hands of a clock. The angular size difference between pairs of times can be determined only by translating the digital information into symbolic representations that preserve the angular difference.

The task is similar to size comparisons of pairs of animals or inanimate objects when only their names are provided as cues (e.g., Banks, 1977; Moyer, 1973; Paivio, 1975b). Such comparisons typically result in a symbolic distance effect (Moyer & Bayer, 1976) in which the reaction time for choosing the larger (or smaller) member of a pair increases as the real-life size difference decreases. A similar function would therefore be expected for comparisons of mental clocks. The clocks task extends the precision and inferential power of the paradigm. The sizes of animals and things are variable and difficult to measure. By contrast, the angular separation of clock hands corresponding to different times is invariant and exactly measurable. Thus the task permits a precise psychophysical analysis of the symbolic distance effect. Moreover, the latter can be compared with perceptual reaction time functions derived from comparisons of visually presented clock times.

The clock task, combined with other convergent operations, permits strong inferences concerning the nature of the mental processes involved in mental comparisons. Paivio (1975b) interpreted the symbolic distance effect and other findings—such as faster comparison reaction time with pictures than words and a Stroop-like conflict between visual and memory size differences—in terms of a dual-coding hypothesis. According to this view, object size information in long-term memory is stored in a non-