Mechanism of stochastic resonance enhancement in neuronal models driven by 1/f noise
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Noise can assist neurons in the detection of weak signals via a mechanism known as stochastic resonance (SR). In a previous study [Phys. Lett. A 243, 281 (1998)], we showed that when colored noise with 1/fβ spectrum is added to the FitzHugh-Nagumo (FHN) neuronal model, the optimal noise variance for SR could be minimized with β≈1. In this study, we investigate analytically how the noise color (β) affects the SR profile in a linearized version of the FHN model. We demonstrate that the aforementioned effect of 1/f noise is related to the dynamical characteristics of the model neuron, i.e., the refractory period, the low-pass filtering effect of the membrane capacitance, and the high-pass filtering effect of the recovery variable.
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I. INTRODUCTION

It has recently been recognized that noise can enhance the response of nonlinear systems to weak signals, via a mechanism known as stochastic resonance (SR) [1]. SR was originally proposed to account for the periodic recurrences of the Earth’s ice ages [2]. Thereafter, the phenomenon has been demonstrated in a wide range of systems, including bistable physical systems [1,3] and excitable systems [4–6]. The concept of SR has generated considerable interest in sensory biology, because it has been shown in several experimental studies that noise can assist neural systems in detecting sub-threshold signals [4–6]. These results suggest a possible functional role for noise in sensory neurophysiological systems.

In the majority of previous SR studies, white noise with flat power spectrum (i.e., noise without any time correlation or with short-time correlation) has been used as the additive noise source. However, colored noise with a 1/fβ-type power spectrum (i.e., noise with long-range correlation) has been reported in many biological systems [7]. For instance, this type of noise has been found in the cat sensory system [8], the human autonomic nervous system [9], and the human motor system [10]. In most cases, the value of β is nearly equal to 1, which corresponds to well-known 1/f noise. (Note that for conventional white noise, β = 0.)

In spite of the ubiquitousness of 1/f noise in biological and physiological systems, its functional significance, if any, has not been elucidated. Accordingly, it is interesting to consider whether 1/fβ noise can play a significant role for SR. A partial answer has already been provided: it has been shown that 1/f noise can induce SR in Schmitt triggers [11] and nondynamical threshold systems [12]. It is further interesting to consider whether 1/f noise can be better than conventional white noise for producing SR-type effects. Such an analysis may provide insight into the possible functional role of 1/f noise in biological and physiological systems.

Recently, we studied SR in a neuronal model driven by 1/fβ noise (with a relatively wide bandwidth) and examined how the value of β affects the SR profile [13]. We considered the FitzHugh-Nagumo (FHN) neuronal model [14]:

\[ \dot{v} = v(1-v) - w + A + S(t) + \xi(t), \]
\[ \dot{w} = v - w - b, \]

where \( v \) is a fast variable representing the neuronal membrane voltage, \( w \) is a slow “recovery” variable, \( A \) is a constant (dc) input, \( S(t) \) is an aperiodic subthreshold signal with zero mean, \( \xi(t) \) is Gaussian 1/fβ noise \((0 < \beta < 2)\) with zero mean and variance \( \sigma^2_v \) [15], \( \varepsilon \ll 1, a = 0.5, \) and \( b = 0.15. \) SR effects were evaluated by examining the following input-output coherence measures [5]:

\[ C_0 = \langle \langle S(t) R(t) \rangle \rangle, \]
\[ C_1 = \langle \langle S^2(t) \rangle \rangle^{1/2} \langle \langle (R(t) - \langle R(t) \rangle)^2 \rangle \rangle^{1/2}, \]

where \( R(t) \) is the firing frequency of the model neuron and the double angular brackets denote averages over time. \( C_0 \) and \( C_1 \), respectively, represent the cross power and the normalized cross power between \( S(t) \) and \( R(t) \).

In Ref. [13], we showed computationally [16] that 1/fβ noise can induce SR, i.e., the above input-output coherence measures are maximized by a particular level (i.e., variance) of input noise. Furthermore, we found that the optimal noise variance that maximizes the coherence measures can be minimized with \( \beta \approx 1 \) (Fig. 1). This finding indicates that with 1/f noise, a weaker noise level, as compared with white noise, is sufficient for the model neuron to detect a given subthreshold signal. Our aims in this paper are (1) to extend this work by developing a mechanistic understanding of the
effects of noise color (i.e., $\beta$) on SR profiles in model neurons, and (2) to investigate the effects of noise bandwidth on the SR profile. The latter aim is motivated by the fact that the statistical properties of $1/f^\beta$ noise depend on the data length; thus, it is natural to consider whether the observed effects of $1/f$ noise are robust to different noise bandwidths.

This paper is organized as follows. In Sec. II, we propose a linearized version of the FHN model and show that this system exhibits SR properties similar to those for the original FHN model, e.g., the optimal noise variance can be minimized with $\beta \approx 1$. We also introduce a method for obtaining the theoretical relationship between $C_0$ and $\sigma_w^2$. In Sec. III, we show that in a neuronal model lacking a recovery variable, the optimal noise variance is minimized with $\beta = 2$. This finding indicates that a recovery variable is important for minimizing the optimal noise variance with $\beta \approx 1$. In Sec. IV we consider a resettable system with a refractory period, and using the method proposed in Sec. II, derive theoretical SR curves for the system. In Sec. V we investigate the influences of the refractory period and the effects of noise bandwidth on the SR profile. Finally, in Sec. VI, we summarize our results and discuss their implications.

II. LINEARIZED FHN MODEL WITHOUT RESET

When the value of $\varepsilon$ in Eq. (1) is sufficiently small, the slow variable $w$ [Eq. (2)] can be approximated as $w = v_\ast - b$, where the subscript $\ast$ indicates the fixed point. With this approximation and taking into account the nonlinear cubic term in Eq. (1), the FHN model can be regarded as having a fourth-order bistable potential function. For this case, the firing rate of the noise-driven FHN model corresponds to the escape rate of a particle over the potential barrier. In Ref. [5], Collins et al. considered a noise-driven FHN model with a subthreshold input signal and derived, using Kramers theory [17], a theoretical prediction for the input-output coherence as a function of the input noise intensity. In general, however, it is difficult to obtain the escape rate when the input noise has time correlations. (The input noise in Ref. [5] was white noise.) In Ref. [18], Hänggi et al. introduced a method for obtaining theoretical predictions of SR profiles when the input noise is exponentially correlated. This method, however, cannot be applied to $1/f^\beta$ noise because such noise cannot be expressed as an ordinary Markov process. To our knowledge, there is no general theoretical method for predicting the escape rate for systems with input noise with long-range correlation. Because of these limitations, we consider in this paper a simpler, linearized FHN (LFHN) model, which is described below.

When the neuronal firings are infrequent, the variables $v$ and $w$ primarily fluctuate around the stable fixed points ($v_\ast$ and $w_\ast$, respectively). Thus, the cubic term in Eq. (1) can be expanded around the stable fixed point as $\gamma(v - v_\ast)$. In this study, we use $\gamma = 0.3$, which is nearly equal to $-\sigma_v/\langle v(t) (1 - v(t)) \rangle|_{v = v_\ast}$. The dynamics around the resting values then obey the following equations:

$$\varepsilon \dot{\nu} = -\gamma v - w + S(t) + \xi(t),$$

$$\dot{w} = v - w,$$

where we recast the variables as $v = v - v_\ast$ and $w = w - w_\ast$, for convenience. In the original FHN model, firing events can occur spontaneously when a sufficiently large input signal is added to the system. However, the LFHN model [Eqs. (5) and (6)] does not have a mechanism for generating action potentials. Thus, we assume that a narrow pulse is generated when the value of $v$ crosses a threshold value with positive $\dot{\nu}$. In this section, we consider the case where the generation of pulses does not affect the values of $v$ and $w$.

Because the dynamics of the LFHN model are linear, we can obtain the system’s transfer function by applying the Laplace transform to Eqs. (5) and (6) for the case of $S(t) = 0$:  

$$\varepsilon s V(s) = -\gamma V(s) - W(s) + N(s),$$

$$s W(s) = V(s) - W(s),$$

where $V(s)$, $W(s)$, and $N(s)$ are the Laplace transform of $V(t)$, $w(t)$, and $\xi(t)$, respectively. The transfer function from the input $\xi(t)$ to the output $V(t)$ is
\[ \chi_{\nu}(s) = \frac{V(s)}{N(s)} = \frac{1}{\epsilon s + \gamma + 1/(s+1)}. \]  

(9)

Therefore, the squared gain of the frequency response function is

\[ |\chi_{\nu}(j2\pi f)|^2 = \frac{(4\pi^2 f^2 + 1)^2}{[\gamma(4\pi^2 f^2 + 1) + 1]^2 + 4\pi^2 f^2(\epsilon(4\pi^2 f^2 + 1) - 1)^2}. \]

(10)

where \( f \) is frequency and \( j = \sqrt{-1} \). This function is hump-shaped in log-log space [Fig. 2(a)], indicating that it works both as a low-pass filter and a high-pass filter. The low-pass filtering effect is due to the membrane capacitance of the model neuron, whereas the high-pass filtering effect is due to the recovery variable \( w \). [Note that Eq. (7) without \( W(s) \) indicates the low-pass filtering effect on \( N(s) \).]

We assume that \( \xi(t) \) has a power-law spectrum \( P_N(f) = k_1 f^{-\beta} \), where \( k_1 \) is a constant. Thus, the noise variance \( \sigma_N^2 \) is

\[ \sigma_N^2 = k_1 k_2 \int_{f_l}^{f_h} f^{-\beta} df, \]

(11)

where \( f_l \) and \( f_h \), respectively, are the lower and upper limits of the noise bandwidth and \( k_2 \) is a constant. Since \( \nu \) can be regarded by the system as filtered \( 1/\nu^\beta \) noise, the power spectrum of the variable \( \nu [P_\nu(f)] \) can be expressed as

\[ P_\nu(f) = k_1 f^{-\beta} |\chi_{\nu}(j2\pi f)|^2. \]

(12)

Using Eqs. (11) and (12), the variance of \( \nu (\sigma_\nu^2) \) can be expressed as

\[ \sigma_\nu^2 = h(\beta) \sigma_N^2, \]

(13)

where

\[ h(\beta) = \int_{f_l}^{f_h} f^{-\beta} [\chi_{\nu}(j2\pi f)]^2 df \int_{f_l}^{f_h} f^{-\beta} df. \]

(14)

The function \( h(\beta) \) represents the way in which the noise power is modulated by the system’s filtering effect.

Since the \( 1/\nu^\beta \) noise used in this study is stationary, the variable \( \nu \) (i.e., the filtered \( 1/\nu^\beta \) noise) is also stationary with zero mean [19]. With this assumption, the (firing) frequency \( \langle r_0 \rangle \) (where the brackets \( \langle \rangle \) denote the ensemble average) with which the variable \( \nu \) crosses a threshold \( \theta \) can be obtained using Rice’s theorem [12,20]:

\[ \langle r_0 \rangle = g(\beta) \exp \left[ -\frac{\theta^2}{2 h(\beta) \sigma_N^2} \right]. \]

(15)

By substituting Eqs. (12) and (13) into Eq. (15), we obtain

\[ \langle r_0 \rangle = g(\beta) \exp \left[ -\theta^2 / \left( 2 h(\beta) \sigma_N^2 \right) \right]. \]

(16)

where

\[ g(\beta) = \left( \int_{f_l}^{f_h} f^{-\beta} [\chi_{\nu}(j2\pi f)]^2 df \right)^{1/2} \int_{f_l}^{f_h} f^{-\beta} df. \]

(17)

If the dynamics of \( S(t) \) are sufficiently slow compared to the characteristic time of the system, then the resting value of \( \nu \) fluctuates with time as \( \nu(t) = S(t)/(1+\gamma) \). Therefore, the distance to the threshold changes with time as \( \theta - S(t)/(1+\gamma) \). Taking this into account, the time-dependent firing frequency \( \langle r(t) \rangle \), for \( S(t)/(1+\gamma) < \theta \), can be approximated as
Since the ensemble average operation does not affect \( S(t) \), \( \langle C_0 \rangle \) in Eq. (3) can be rewritten as

\[
\langle C_0 \rangle = \langle S(t) R(t) \rangle. \tag{19}
\]

By expanding Eq. (18) to the first order of \( S(t) \) and substituting this into Eq. (19), we obtain

\[
\langle C_0 \rangle \approx \frac{\theta g(\beta) \langle S(t)^2 \rangle}{(1 + \gamma) h(\beta) \sigma_N^2} \exp \left( \frac{-\theta^2}{2h(\beta) \sigma_N^2} \right). \tag{20}
\]

From Eq. (20), we can predict two features of the SR profile for the LFHN model: (1) the maximal value of \( \langle C_0 \rangle \) is observed when \( \sigma_N^2 = \theta^2 / [2h(\beta)] \), and (2) the maximal value of \( \langle C_0 \rangle \) is proportional to the value of \( g(\beta) \). Figures 2(b)–2(d) indicate that these predictions are supported by our numerical results, i.e., the theoretical curves nicely fit the computational results.

In a previous study [13], we considered SR in a nondynamical threshold system. In that case, a narrow pulse was generated when the sum of \( 1/\beta^2 \) noise and a given input signal crossed a threshold in a positive direction. For that system, we found that the optimal value of \( \sigma_N^2 \) was independent of \( \beta \). In contrast, Figs. 2(b)–2(d) indicate that for the LFHN model (which includes dynamical effects), the optimal noise variance depends on the value of \( \beta \). In addition, the LFHN model realizes the smallest noise variance for \( 1/\beta \) noise [Fig. 2(b)], when the noise bandwidth of Fig. 1 is used. This effect is enhanced when \( f_h \) is increased [Fig. 2(c)]; however, it is not observed when \( f_h \) is reduced [Fig. 2(d)]. Thus, the effect of minimizing the optimal noise variance with \( 1/\beta \) noise depends on the noise bandwidth.

III. INTEGRATE-AND-FIRE MODEL WITHOUT RESET

As shown in the previous section, the dynamical features of the LFHN model are essential for obtaining the described effects of \( 1/\beta \) noise on the SR profile. One of the major characteristics of the LFHN model is the presence of a recovery variable. If the system does not have a recovery variable, then the frequency response function and the dependence of \( h(\beta) \) on the value of \( \beta \) change. To study the effects of a recovery variable on the observed dynamics, we consider in this section the following simple model:

\[
e \dot{v} = -\gamma v + S(t) + \xi(t). \tag{21}
\]

In this model, the recovery variable \( w \) of Eqs. (5) and (6) is omitted. As before, we assume that a narrow pulse is generated when \( v \) crosses a threshold value \( \theta \), without resetting. We call this model an integrate-and-fire (IF) model (without reset).

As in Sec. II, the fluctuations of \( \nu \) are regarded as filtered \( 1/\beta^2 \) noise. For the IF model, the squared gain of the frequency response function for \( S(t) = 0 \) is a well-known Lorentzian type:

\[
|\chi_{\nu f}(j2\pi f)|^2 = \frac{1}{\gamma^2 + 4\pi^2f^2\sigma_N^2}. \tag{22}
\]

This function works as a low-pass filter [Fig. 3(a)].

Figures 3(b)–3(d) show numerical results for the IF model and theoretical predictions given by Eq. (20). It can be seen that the theoretical predictions derived for the LFHN model nicely fit the computational results, i.e., they are applicable to the IF model. Although the computational results in Figs. 3(b)–3(d) look similar to those in Fig. 2(b)–2(d), an important difference should be noted: namely, that the optimal noise variance is the smallest for \( \beta = 2 \) for all noise bandwidths. [This is ambiguous especially for (b) and (c) because the amplitude of \( \langle C_0 \rangle \) is small.]

Figure 4 clearly shows that for the IF model, the optimal noise variance is the smallest for \( \beta = 2 \). It can be seen that the value of \( h(\beta) \) increases monotonically with \( \beta \) [Fig. 4(a)]. As pointed out in Sec. II, a larger \( h(\beta) \) means that the optimal noise variance is smaller. In contrast, for the LFHN model, the value of \( h(\beta) \) is maximized at intermediate val-
values of $\beta$ (between 0 and 2), except when $f_h = 10$ Hz [Fig. 4(b)]. For both the IF model and the LFHN model, the value of $g(\beta)$ decreases monotonically with $\beta$ [Figs. 4(c) and 4(d)].

The difference between the response of the IF model and that of the LFHN model can be explained by considering the shape of the squared gain of the frequency response function, $|X_{\nu f}(j2\pi f)|^2$, for the two systems. In case of the IF model, the system works as a low-pass filter to input noise [Fig. 3(a)]. The power lost by the filtering effect is the largest when $\beta = 0$, because, with smaller $\beta$, a larger amount of power is distributed at higher frequencies. Considering that $h(\beta)$ represents the ratio of noise power transmitted to the filtered noise, $h(\beta)$ for the IF model increases with $\beta$ monotonically. This effect does not depend on the noise bandwidth.

On the other hand, in case of the LFHN model, $|X_{\nu f}(j2\pi f)|^2$ is hump-shaped [Fig. 2(a)], i.e., it works not only as a low-pass filter but also as a high-pass filter. Thus, the monotonic increase of $h(\beta)$ with $\beta$ cannot necessarily be expected because, while the power lost by the low-pass filtering effect decreases as $\beta$ increases, the power lost by the low-pass filtering effect increases. Given that these effects are always reciprocal, $h(\beta)$ can have a maximal value at an intermediate value of $\beta$ (between 0 and 2). It is important to note that the noise bandwidth can affect this relationship: for example, the high-pass filtering effect dominates when $f_h$ is not considerably larger than $f_s$, which is the frequency where $|X_{\nu f}(j2\pi f)|^2$ is maximized [Fig. 2(a)]. Thus, $h(\beta)$ is the largest when $\beta = 0$, as shown by the curve for $f_h = 10$ Hz in Fig. 4(b).

Thus, a critical feature in the LFHN model for obtaining the smallest optimal noise variance with $\beta \approx 1$ is that $h(\beta)$ can be maximized when $\beta = 1$. In contrast, this phenomenon is never seen in the IF model, which differs from the LFHN model in that it lacks a recovery variable. We can thus conclude that a recovery variable is needed for obtaining the smallest optimal noise variance with $\beta \approx 1$.

IV. LINEARIZED FHN MODEL WITH RESET

In Sec. II, we derived a theoretical curve for $\langle C_0 \rangle$ versus $\sigma_N^2$ for the LFHN model and captured the dependence of the optimal noise variance on the value of $\beta$. However, the LFHN model does not account for the resetting mechanism, and thus the refractory period, of the original FHN model. Therefore, in this section, we consider a more realistic model: namely, a model with the same subthreshold dynamics as the LFHN model, but one in which the values of $\nu$ and $w$ are reset to some fixed values just after a pulse is generated. (In the computer simulations, the values of $\nu$ and $w$ were reset to 1.0 and 0.15, respectively.) As a result of this resetting mechanism, a refractory period $T_R \approx 0.5$ s, similar to that for the original FHN model, is realized in the model. Hereafter, we will refer to the LFHN model with reset as the RLFHN model.

Figures 5(a), 5(c), and 5(e) depict the results from computer simulations with the FHN model. The optimal noise variance is smaller for 1/0 noise, compared to white noise, when $f_h = 100$ Hz [Fig. 5(a)]; this effect is more pronounced when $f_h = 200$ Hz [Fig. 5(c)]. However, this effect disappears when $f_h = 10$ Hz [Fig. 5(e)]. Figures 5(b), 5(d), and 5(f) indicate that similar results can be obtained with the RLFHN model.

We now derive the theoretical prediction for $\langle C_0 \rangle$ versus $\sigma_N^2$, using the level-crossing frequency, as in the previous sections. The basic idea is as follows: the variables $\nu$ and $w$ return, after a reset event, to the same values as those in the LFHN model because the fixed values of $\nu$ and $w$ in Eqs. (5) and (6) are stable. This means that the main difference between the RLFHN model and the LFHN model is that some action potentials are ignored in the LFHN model due to the refractory period. We consider the case where $N$ action potentials are ignored due to the refractory period. For this case, the following inequality must hold:

$$NT < T_R < (N + 1)T,$$

where $T = 1/(r(t))$. Note that $\langle r(t) \rangle$ is the firing frequency for the LFHN model obtained in Sec. II. From Eq. (23), we can obtain

$$\frac{(T_R - T)}{T} < N < \frac{T_R}{T}.$$  

FIG. 4. Plots of $h(\beta)$ and $g(\beta)$ versus $\beta$ for the IF and LFHN models. The functions $h(\beta)$ and $g(\beta)$ are calculated numerically from Eq. (14) and Eq. (17), respectively, and normalized by their respective values for $\beta = 0$. The model parameters are the same as those for Fig. 2. The lower limit of the noise bandwidth $f_1$ is fixed at 0.0305 Hz.
We select $N = (T_R - 0.5T)/T$, satisfying Eq. (24). In this case, we can expect a mean interspike interval of $(N+1)T = T_R + 0.5T$. Therefore, the firing frequency for the RLFHN model $\langle R(t) \rangle$ is given by

$$\langle R(t) \rangle = \frac{2\langle r(t) \rangle}{1 + 2T_R\langle r(t) \rangle}.$$  \hfill (25)

Substituting Eq. (18) into Eq. (25) and expanding it in a Taylor series in $S(t)$ gives $\langle R(t) \rangle$. When $S(t)/(1 + \gamma) = S_\gamma(t) \ll \theta$, retaining only the lowest-order term gives

$$\langle R(t) \rangle \approx \frac{2\langle r_0 \rangle}{1 + 2T_R\langle r_0 \rangle} \left[ 1 + \frac{\theta}{\sigma^2_\gamma(1 + 2T_R\langle r_0 \rangle)} S_\gamma(t) \right].$$  \hfill (26)

By substituting Eqs. (13) and (26) into Eq. (19), we obtain

$$\langle C_0 \rangle \approx \frac{2\theta \langle S(t)^2 \rangle \langle r_0 \rangle}{(1 + \gamma) h(\beta) \sigma^2_\gamma(1 + 2T_R\langle r_0 \rangle)^2}.$$  \hfill (27)

Note that Eq. (27) is also applicable to other resettable systems that have different frequency response functions.

When the results for the RLFHN model [Figs. 5(b), 5(d), and 5(f)] are compared with those for the LFHN model [Figs. 2(b), 2(c), and 2(d)], it can be seen that the optimal noise variance and the amplitude of $\langle C_0 \rangle$ for the RLFHN model is much reduced, and the differences in amplitude of $\langle C_0 \rangle$ between the three types of noise are decreased. The theory given by Eq. (27) predicts these properties quite accurately, as shown by the solid lines in Figs. 5(b), 5(d), and 5(f).

V. INFLUENCES OF REFRACTORY PERIOD AND NOISE BANDWIDTH

In the LFHN model, the optimal noise variance and the amplitude of $\langle C_0 \rangle$ are directly related to $h(\beta)$ and $g(\beta)$, respectively [Eq. (20)]. However, in the RLFHN model, $\langle C_0 \rangle$ is dependent on various parameters, such as $h(\beta)$, $g(\beta)$, $\theta$, and $T_R$, in a complex manner. Thus, analytical expressions for the maximal value of $\langle C_0 \rangle$ and the optimal noise variance cannot be obtained. Nonetheless, we can consider qualitatively how a refractory period (i.e., resetting mechanism) affects the SR profile.

To obtain the optimal noise variance, we differentiate Eq. (27) by $\sigma^2_\gamma$ and set this to 0. The optimal value of $\sigma^2_\gamma$ ($\sigma^2_{\gamma_0}$) should satisfy

$$\theta^2 - 2\sigma^2_{\gamma_0} \exp\left(\frac{\theta^2}{2\sigma^2_\gamma}\right) = 2T_R g(\beta).$$  \hfill (28)

The left-hand side of Eq. (28) decreases monotonically with $\sigma^2_\gamma$ and is equal to 0 when $\sigma^2_\gamma = \theta^2/2$. Therefore, $\sigma^2_{\gamma_0}$ is less than $\theta^2/2$ because $2T_R g(\beta) > 0$. Note that $\sigma^2_{\gamma_0}$ is equal to
\[ \theta^2/2 \] for the LFHN model [Eq. (20)], indicating that the optimal noise variance is always smaller for the system with reset. Furthermore, assuming that \( g(\beta) \) decreases monotonically with \( \beta \) as shown in Fig. 4(d), \( \sigma_{v_0}^2 \) can be expected to increase with \( \beta \). Thus, with a refractory period, the optimal noise variance can be minimized for \( \beta=1 \); however, the differences between the optimal noise variance for \( \beta=0 \) and \( \beta=1 \) are reduced. This can be seen by comparing results for the RLFHN model [Figs. 5(b), 5(d), and 5(f)] with those for the LFHN model [Figs. 2(b), 2(c), and 2(d)].

By substituting Eq. (28) into Eq. (27), the maximal value of the cross power, \( \langle C_0 \rangle_{\text{max}} \), can be obtained as

\[ \langle C_0 \rangle_{\text{max}} \approx \Delta g(\beta), \quad (29) \]

where

\[ \Delta = \frac{(\theta^2 + 2\sigma_{v_0}^2)^2}{\sigma_{v_0}^2} \exp \left( -\frac{\theta^2}{2\sigma_{v_0}^2} \right). \quad (30) \]

Equation (29) indicates that \( \langle C_0 \rangle_{\text{max}} \) in the LFHN model \([\approx g(\beta)]\) is modulated by \( \Delta \), which is a monotonically increasing function of \( \sigma_{v_0}^2 \). Considering that \( \sigma_{v_0}^2 \) increases with \( \beta \) while \( g(\beta) \) decreases with \( \beta \), \( \Delta \) is also a monotonically increasing function of \( \beta \). Thus, the refractory period in the RLFHN model works to reduce the differences in the value of \( \langle C_0 \rangle_{\text{max}} \) for different \( \beta \), as can be seen by comparing results for the RLFHN model [Figs. 5(b), 5(d), and 5(f)] with those for the LFHN model [Figs. 2(b), 2(c), and 2(d)].

The SR profile is also affected by the noise bandwidth via both \( g(\beta) \) and \( h(\beta) \). More specifically, the effect of minimizing the optimal noise variance with 1/f noise depends on the noise bandwidth, as shown in Fig. 5. Figure 6 depicts contour plots of the theoretical predictions for \( \langle C_0 \rangle_{\text{max}} \) versus \( \beta \) and \( \sigma_{v_0}^2 \) for various noise bandwidths in the RLFHN model [Eq. (27)]. When \( f_h = 20 \text{ Hz} \), the ability to detect a sub-threshold signal, from the standpoint of minimizing the optimal noise variance and maximizing \( \langle C_0 \rangle_{\text{max}} \), is the greatest for \( \beta=0 \). However, as \( f_h \) increases, the superiority of \( \beta=1 \) in terms of minimizing the optimal noise variance, becomes clearer (Fig. 6). On the other hand, the value of \( \langle C_0 \rangle_{\text{max}} \) for \( \beta=1 \) relative to that for \( \beta=0 \) decreases as \( f_h \) increases. It is interesting to note, however, that the value of \( \langle C_0 \rangle_{\text{max}} \) of the RLFHN model for \( \beta=1 \) is maintained to be approximately 50% of that for \( \beta=0 \) even when \( f_h \) reaches 20 000 Hz. This relatively high level of \( \langle C_0 \rangle_{\text{max}} \) for \( \beta=1 \) is due to the refractory period, because in the LFHN model, which lacks a refractory period, the value of \( \langle C_0 \rangle_{\text{max}} \) for \( \beta=1 \) is suppressed to approximately 4% of that for \( \beta=0 \) when \( f_h \) reaches 20 000 Hz. The value of \( f_l \) does not have a significant influence on these effects. As discussed in Sec. III, if \( f_l \) is larger than \( f_i \), or if \( f_h \) is smaller than \( f_i \), then the superiority of 1/f noise cannot be expected.

**VI. CONCLUSIONS AND IMPLICATIONS**

Here we showed that in a linearized version of the FHN model, the optimal noise variance for SR can be minimized when 1/f noise with \( \beta \approx 1 \) is added to the system. As we noted, similar dynamics are exhibited by the original FHN model. We also showed that the linearized model allows one to obtain the theoretical curve for \( \langle C_0 \rangle \) versus \( \sigma_{v_0}^2 \) and to clarify the mechanisms underlying this phenomenon. Specifically, we showed that when \( \beta \approx 1 \), the interaction of the low-pass filtering effect of the membrane capacitance of the model neuron and the high-pass filtering effect of the recovery variable serves (1) to shape the squared gain of the frequency response function in the form of a hump, and (2) to maximize the power transfer ratio from the input noise to the membrane voltage. Moreover, we showed that in terms of the input-output coherency, the existence of a refractory period is advantageous for \( \beta \approx 1 \).

The aforementioned dynamical properties are found in real neurons. Thus, if the noise bandwidth satisfies certain conditions, 1/f noise may be better than white noise for producing SR in real neural systems. The same effect, using the
output signal-to-noise ratio as the input-output coherence measure, has been demonstrated theoretically in model neurons and experimentally in rat sensory neurons [21].

Although 1/f noise is commonly observed in physiological systems [7–10], its functional significance has not been fully elucidated. Our finding that 1/f noise can be suitable for SR in model neurons leads to the hypothesis that 1/f noise might be operative in certain neural systems for detecting weak signals.
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[15] In this study, we used Gaussian 1/fβ noise (0<β<2) with zero mean and upper and lower limits on the frequency range. The 1/fβ noise was generated by the spectrum-based method described in Ref. [13].
[16] We used the fourth-order Runge-Kutta method for digital simulation (time step of 0.002 s; total time, 32,768 s). The impulse trains were convolved by a symmetric Hanning window (width = 6 s) to estimate (R(t)), where the brackets denote the ensemble average. The signal S(t) was formed by convolving Gaussian white noise with the same window function.